Procedures for screening out inaccurate reports of dietary energy intake
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Abstract

Objective: To review existing methods and illustrate the use of a new, simple method for identifying inaccurate reports of dietary energy intake (rEI).

Design: Comparison of rEI with energy requirements estimated by using total energy expenditure predicted (pTEE) from age, weight, height and sex using a previously published equation. Propagation of error calculations was performed and cut-offs for excluding rEI at plus or minus two standard deviations (±2 SD) and ±1 SD for the agreement between rEI and pTEE were established.


Subjects: Men and non-pregnant, non-lactating women aged 21–45 years in the CSFII who provided two multiple-pass 24-hour recalls, height and weight (n = 3755).

Results: Average rEI was 77% of pTEE in men, and 64% of pTEE in women. Calculated cut-offs were rEI <40% or >160% of pTEE (±2 SD) and <70% or >130% of pTEE (±1 SD), respectively. Use of only the ±1 SD cut-offs, not the ±2 SD cut-offs, resulted in a relationship between rEI and body weight similar to what was expected (based on an independently calculated relationship between rEI and measured TEE). Exclusion of rEI outside either the ±2 SD (11% of subjects) or ±1 SD (57% of subjects) cut-offs did not affect mean reported macronutrient intakes, but did markedly affect relationships between dietary composition and body mass index.

Conclusions: When examining relationships between diet and health, use of ±1SD cut-offs may be preferable to ±2SD cut-offs for excluding inaccurate dietary reports.
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The pervasiveness of inaccurate reporting of dietary energy intake is now widely recognised. Underreporting has been observed to vary from 10 to 50%1,2, and, in some studies, the proportion of macronutrients was also thought to be inaccurate3–10. The fact that underreporting of energy and macronutrients can be both substantial and variable is a significant impediment to a clearer understanding of the relationships between diet and health. For example, in the field of obesity, there remains controversy over the prevalence of low energy requirements among obese individuals11 and the role of high dietary fat intake in the aetiology and maintenance of excess weight12–14.

The widespread occurrence of inaccurate reporting of energy intake has been brought to light by the advent of the doubly labelled water method for measuring total daily energy expenditure (TEE)15,16. This technique provides investigators with a non-intrusive tool for assessing energy requirements in free-living humans during weight stability, and has a relatively small technical error of ±4–6% when conducted by an experienced laboratory1,17. TEE measured by the doubly labelled water method therefore allows for an unbiased, precise reference standard against which reported energy intake (rEI) can be compared. Drawbacks of this method, however, are that its use requires extensive resources and investigator training and, because of the high cost, it is not suitable for use in large dietary studies. Doubly labelled water theory and protocols for measuring TEE are discussed elsewhere15,16.

In this paper we review methods available for assessing inaccurate reports of dietary energy intake based on TEE assessed by doubly labelled water, as well as alternative techniques to use when doubly labelled water is not practical or available. In addition, we discuss the development of a new and simple method for screening out inaccurate reports of dietary energy intake that does not require doubly labelled water measurements of TEE and demonstrate its use with data from a recent US national dietary survey18. Finally, using this survey, we assess relationships between dietary components and body mass index (BMI) with and without the inclusion of inaccurate energy intake reports based on this new method. We find that different conclusions may be drawn depending on whether or not inaccurate reports are excluded from analyses of relationships between diet and health.

Variance in dietary energy intake: implications for measuring actual vs. usual energy intake

There is normally substantial day-to-day variation in food intake within an individual: average estimates for the
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within-subject coefficients of variation for daily energy intakes range between 23% and 31%\textsuperscript{19,20}. It has been estimated that dietary intake measurements are required for between 7 and 32 days, to classify correctly an individual's energy intake according to his or her true intake with 90% confidence\textsuperscript{21,22}. Therefore, a dietary report obtained during any shorter-term dietary collection period could simply represent a small window within the normal variation of day-to-day food intake. In other words, it is possible that the report may represent the individual's \textit{actual} intake during the recording period, but unless dietary reports are collected for at least 7 days, thereby capturing normal between-day variation, it may not represent habitual or \textit{usual} intake (average energy intake required to maintain current body weight). For most studies, it is unrealistic to collect dietary information for more than 3–7 days (unless a food-frequency questionnaire (FFQ) is used), and large dietary surveys may have dietary information on even fewer days. However, given sufficient sample size, this may have little impact when the data are examined on a group basis because individual within-subject errors will probably be random and cancel out, thus providing a satisfactory estimate of the group mean\textsuperscript{22}. In contrast, when dietary data are examined on an individual level, such as in regression analysis for examination of potential relationships between diet and health, caution should be exercised. The impact and implications of random within-subject error in this type of analysis were discussed recently\textsuperscript{23,24}. These principles should be kept in mind when applying methods to detect and screen out individual underreports and overreports of dietary energy intake.

**Methods for identifying inaccurate energy intake reports**

**Separating under/over-recording and under/overeating**

Inaccurate energy intake reports can result from under-recording (defined as the failure to record all items and/or amounts consumed), undereating (defined as eating less than usual or than is required to maintain body weight), or a combination of both under-recording and undereating. Over-recording may also occur, though not commonly, and can result from failure to weigh leftover items not consumed during weighed dietary recording, or the tendency to overestimate items and amounts consumed during non-weighed recording and recall methods (i.e. 24-hour recall and FFQ). It should also be noted that both overeating and undereating can also occur if subjects are not actually weight-stable but instead are in a phase of weight gain or loss, respectively. However, the methods discussed herein should only be used during periods of relative weight stability, i.e. when it is known that subjects are not actively gaining or losing weight prior to the measurement period.

Several investigators have used the simple difference between measured TEE and reported energy intake (or a ratio of the two) to identify under- and overreporters and quantify the extent of under- and overreporting. In order to determine the proportion of underreporting that is due to under-recording vs. undereating on a group basis, some investigators have also included measurement of body weight changes before and after the dietary collection period\textsuperscript{10,25–29}. The same combination of methods can also be used to determine this information for individuals; however, the application of this type of analysis for individuals may be limited by the fact that the combined within-subject measurement errors in dietary energy intake, body weight and energy requirements may exceed reporting errors in some individuals. In the case of underreporting, the difference between measured energy requirements and reported energy intake represents the degree of underreporting. If the group lost weight during the dietary measurement period, it can be assumed that energy equivalent of the weight loss is equal to the amount of energy by which the group underate. The difference between energy requirements and reported energy intake corrected for the change in body energy is equivalent to the amount of under-recording that occurred. Changes in body energy stores can be estimated from changes in body weight using an accurate and precise weight scale by assuming that 1 kg of body weight = 30 MJ of energy\textsuperscript{11}. Simple measurements of weight rather than complex measurements of body composition are used because methods currently available for measuring changes in body composition are not precise enough to measure small changes in fat mass and fat-free mass. Therefore, unless the weight loss (and therefore undereating) is sufficiently large, changes in body energy stores cannot be quantified accurately from measured changes in body composition.

Goris \textit{et al.}\textsuperscript{10} and Bathalon \textit{et al.}\textsuperscript{28} used similar techniques to determine the extent of underreporting that could be attributed to undereating vs. under-recording. Both groups of investigators used doubly labelled water to determine energy requirements, and measured body weight before and after the dietary recording period. The change in body energy was calculated using the factor of 0.03 MJ (7 kcal) per gram of weight change. Goris \textit{et al.}\textsuperscript{10} found that middle-aged obese men (mean BMI = \textit{34} ± 4 kg·m\textsuperscript{-2}) reported an average energy intake of only 62% of TEE using 7-day, non-weighed intake records; therefore, underreporting occurred by an average of approximately 38%. In addition, body weight loss averaged 1.0 kg, leading the investigators to conclude that the group underate by 26% and under-recorded by 12%, the latter of which was also verified by changes in water balance.

In the study by Bathalon \textit{et al.}\textsuperscript{28}, under-recording and
undereating were assessed in restrained and unrestrained postmenopausal women (as measured by the Eating Inventory28) group-matched for body composition. Restrained eaters reportedly practise weight control by consciously restricting their intake of certain food items, and also typically have a lower rEI for a given body weight compared with unrestrained eaters28. However, it was previously unknown if the relatively low rEI in restrained subjects was due to actual lower energy requirements or to dietary underreporting. Using the average intake calculated by three dietary methods (7-day weighed report, 24-hour recall and FFQ), the researchers found that both groups of women underreported energy intake: the unrestrained eaters by 17% and the restrained eaters by 23%. From changes in body energy it could also be determined that, in the unrestrained eaters, the majority of underreporting was due to underreporting (16%), while in the restrained eaters, about half (12%) of the underreporting was due to underreporting and half (11%) was due to the failure to record certain food items or amounts eaten. Therefore, these restrained eaters did not in fact have lower energy requirements than their unrestrained counterparts; furthermore, restrained eaters is one group of subjects that as a whole might not be expected to record all food items consumed during dietary assessment.

It is difficult to determine whether the differences in the magnitude of under-recording (38% vs. 17–23%) between the above two studies was primarily due to the different dietary intake methods used, the different sexes, eating behaviours, degrees of obesity, or other factors. Goris et al.10 used a 7-day estimated rather than a weighed record, and of the three dietary methods used by Bathalon et al.28, the FFQ resulted in the greatest degree of under-reporting in both restrained and unrestrained groups while the 7-day weighed report resulted in the least degree of under-reporting. Bathalon et al.28 also reported that subjects who experienced less hunger as measured by the Eating Inventory50, independent of restraint and disinhibition scores, were more likely to underreport energy intake. In other studies that did not distinguish between under-reporting and undereating, reporting errors have been associated with a number of different subject characteristics including sex, BMI, age, ethnicity, race and cultural factors, physical activity, smoking status, education level, literacy, social class, living arrangements, depression, past dieting frequency and dietary restraint5,6,51–56. The association between many of these factors and underreporting is reviewed by Macdiarmid and Blundell57.

**Goldberg cut-offs**

One of the most widely used procedures for identifying inaccurate reports of energy intake is the method first developed by Goldberg and co-workers38. This method assesses the validity of rEI by comparing TEE with rEI when both are expressed as a multiple of basal metabolic rate (BMR). In other words, during weight stability, rEI/BMR = TEE/BMR. The TEE/BMR ratio is also known as the physical activity level (PAL); so the equation can be rewritten as rEI/BMR = PAL. Physiologically, average PAL varies among groups from 1.2 for those chair-bound or bedridden, to 1.6–1.9 for those doing moderate work, to a maximum of about 2.4–2.8 for soldiers on active duty and professional and amateur athletes39.

Two cut-offs for the agreement between PAL and rEI/BMR were developed by Goldberg et al.38 and their application was first demonstrated by Black et al.40. ‘CUT-OFF 1’ was set at a PAL of 1.35, representing a minimum plausible value for weight maintenance for most individuals (except those chair-bound or bedridden). Therefore, using CUT-OFF 1, values of rEI/BMR less than 1.35 would be considered as having poor validity because it is unlikely that most individuals would be able to maintain weight with a usual energy intake below this minimum level. However, Black20 recently recommended that CUT-OFF 1 no longer be used to identify inaccurate reports of energy intake because it ignores biological variability and measurement errors for both energy intake and TEE. In addition, its use leads to underestimation of the prevalence of underreporting when used for individuals whose daily activity is above a sedentary level. Therefore, for the remainder of this paper, in mentioning the Goldberg cut-off, we will be referring specifically to the second cut-off, ‘CUT-OFF 2’, which is explained in the following paragraph.

CUT-OFF 2 differs from CUT-OFF 1 in that its value varies depending on the actual or expected TEE (or PAL) of the population or individuals under study. It also involves a statistical comparison between rEI/BMR and PAL, taking account of both biological variability and measurements errors. In the original paper showing the derivation of CUT-OFF 2, only a lower cut-off was developed because it was calculated with the assumption that subjects were sedentary. But as explained recently by Black20, when the activity level is known or can be presumed based on available information, an upper limit can also be calculated. Lower and upper limits for CUT-OFF 2 are derived via a statistical comparison between rEI/BMR and PAL and represent the 95% lower and upper confidence limits, respectively, for the difference between rEI/BMR and PAL. Therefore, the actual values for the upper and lower limits of CUT-OFF 2 can differ depending on the activity level of the individuals being studied. As explained by Black20, the upper and lower limits of CUT-OFF 2 for detecting under- and overreporting are given by:

\[ \text{rEI}/\text{BMR} > \text{PAL} \times \exp[SD_{\text{min}} \times ((S/100)/\sqrt{n})] \]

(lower limit)

and

\[ \text{rEI}/\text{BMR} < \text{PAL} \times \exp[SD_{\text{max}} \times ((S/100)/\sqrt{n})] \]

(upper limit)
where SD is standard deviation and, for a 95% confidence interval for the comparison between rEI/BMR and PAL, SD_{min} = −2 and SD_{max} = +2. The number of subjects in the study is denoted by n; but n = 1 when these formulae are used to detect under- and overreporting in individuals. S is the factor that accounts for variation in EI, BMR and energy requirements, and is calculated by:

\[ S = \sqrt{(CV_{wEI}^2/d) + CV_{wB}^2 + CV_{wP}^2}, \]

where CV_{wEI} is the within-subject coefficient of variation in energy intake, d is the number of days of energy intake measurement, CV_{wB} is the precision of BMR measurement or estimation and CV_{wP} is the total variation in PAL. Full derivation and a thorough explanation of the above formulae are given by Goldberg et al.38.

While it is important to identify inaccurate reports of energy intake, as noted by Black20, the use of the Goldberg cut-off for doing so has marked limitations. Most notably, in order to use the Goldberg cut-off, it is necessary to make an assumption of a certain PAL for each individual. That is, habitual activity level, or energy requirements, must be known in order to assign an appropriate PAL. However, the error in assigning PAL is one source of variability that is not accounted for by Goldberg et al.38 or Black20 in their analyses. Based on published data11, we estimated that even when PAL is calculated by factorial analysis from detailed time-motion records, the within-subject coefficient of variation for the agreement between this calculated PAL and TEE/BMR, where TEE is measured by doubly labelled water, is 15%. This low precision and therefore accuracy in the assignment of a PAL for individual subjects is likely to be one reason for the lack of sensitivity of the Goldberg cut-off for identifying inaccurate energy intake reports. Black recently performed sensitivity and specificity analysis and showed that when individual PALs are assigned according to World Health Organization categories12, while the specificity of the Goldberg cut-off for including all accurate reports of energy intake was high (0.97 for men and 0.98 for women), its sensitivity was relatively low, at 0.76 and 0.85 for men and women, respectively17. A third limitation of the Goldberg cut-off is that although both underreporting and overreporting can occur to varying degrees, it only identifies extremely inaccurate reporting (i.e. <2 SD for the agreement between rEI/BMR and PAL). This may be one reason why some investigators have used the percentage difference between rEI and either measured or predicted TEE to identify inaccurate reports and determine the degree of misreporting in individuals. However, this method is technically incorrect when applied to individual reports because it does not take into account any errors in the methods used to quantify TEE and rEI.

± 1 SD and ± 2 SD cut-offs based on predicted TEE

In an attempt to overcome some of the problems associated with using the Goldberg cut-off discussed above, we developed an alternative approach for identifying inaccurate records of dietary energy intake, in part based on the reasoning outlined by Goldberg et al.38 and more recently by Black20. While our method uses the percentage difference between TEE predicted from published equations (pTEE) and rEI, it also takes into account the within-subject errors in these parameters. Since TEE is predicted, use of this method should theoretically eliminate the potential error of assigning inaccurate PALs with only limited information on the activity of individuals under study. Furthermore, since pTEE is based on the simple parameters of age, weight, height and sex, it can be used when there is little or no information available to help investigators assign an appropriate PAL.

The TEE prediction equation of Vinken et al.43 was recently developed using data from 93 subjects who participated in free-living doubly labelled water studies, and cross-validated in two external samples. The subjects ranged in age from 18 to 81 years and BMI ranged from 18 to 32 kg m\(^{-2}\). Measured TEE varied from 12.3 to 18.6 MJ day\(^{-1}\), and PAL derived from measured TEE and BMR ranged from 1.2 to 2.6. The equation is as follows:

\[ pTEE = 7.377 - 0.073 \times \text{age} + 0.0806 \times \text{weight} + 0.0135 \times \text{height} - 1.363 \times \text{sex}, \]

where age is in years, weight is in kg, height is standing height in cm, and sex is 0 for men and 1 for women. The equation has an \( R^2 \) of 0.64 and standard error of the estimate (SEE) of 1.8 MJ day\(^{-1}\), but bootstrap analysis showed that the true SEE of the equation is 1.9 MJ day\(^{-1}\). This represents 17.7% of the mean measured TEE by doubly labelled water of the 93 subjects.

To illustrate the use of pTEE for identifying inaccurate reports of dietary energy intake, we applied our procedures to a recent US national survey, the Continuing Survey of Food Intakes by Individuals, 1994–96 (CSFII 1994–96)18. Briefly, the CSFII is a representative sample of 16 303 non-institutionalised persons, defined by age, sex and income level. Participants provided one or two 24-hour recalls of dietary intake and self-reported weight and height. For this analysis, we used data from CSFII men and non-pregnant, non-lactating women aged 21–45 years, who provided 2 days of dietary intake, as well as self-reported weight and height (n = 3755).

We calculated ± 1 SD and ± 2 SD cut-offs for the agreement between TEE and pTEE based on principles outlined by Black20, where

\[ \pm 1\ SD = \sqrt{(CV_{wEI}^2/d) + CV_{wTEE}^2}, \]

\[ = \sqrt{(CV_{wEI}^2/d) + CV_{wpTEE}^2 + CV_{wTEE}^2}, \]
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using values of 8.2% for CV_{wTEE}, which includes the technical error of measuring TEE by the doubly labelled water method as well as biological variation^{20}, and 17.7% for CV_{wRTEE}^{43}. Errors for both measured and predicted TEE are included in the above equation because the errors in prediction of TEE are in part dependent upon the error of measuring TEE. As Black discusses, either a standard CV_{wEI} of 23% can be used, or a value specific to the dataset being analysed can be substituted as appropriate. We calculated CV_{wEI} for the above-defined 3755 individuals in CSFII to be 31.2%, and used 2 for d because there are two 24-hour recalls. Using the above formula, the ±1 SD for the agreement between rEI and pTEE is ±29.4%; therefore, we used the close approximation of ±30% for the ±1 SD cut-offs and 60% for the ±2 SD cut-offs. In other words, using the ±1 SD cut-offs means that individuals with an rEI of <70% or >130% difference from pTEE would be identified as underreporters and overreporters, respectively. Similarly, individuals with an rEI of <40% or >160% difference from pTEE would be identified as inaccurate reporters as defined by the ±2 SD cut-offs.

It should be noted that Black^{20} and Goldberg et al.^{38} only calculate and use ±2 SD cut-offs (i.e. the 95% confidence limits) and do not use ±1 SD cut-offs, arguing that the identification of inaccurate reporters should be based on a standard statistical comparison because while the measured energy intake may not represent habitual intake, it could still represent actual intake during the measurement period. However, it is possible that, in certain situations, it could be important to screen out those energy intake reports that are not representative of usual energy intake even though the reports may be representative of what was actually consumed during the measurement period (e.g. when studying relationships between habitual dietary intake and health outcomes).

The following analysis illustrates use of the ±1 SD and ±2 SD cut-off levels for screening out inaccurate energy intake reports, and compares the impact of applying these different cut-offs vs. using no cut-offs on several outcomes of interest using the above-defined subset of the CSFII dataset (n = 3755). Mean ± SD values for rEI and pTEE are shown in Table 1. pTEE for the men and women (14.1 and 11.3 MJ day^{-1}, respectively) are similar to expected values for this age range^{41}. The rEI for both men and women was significantly lower than pTEE, with rEI being only 77% of pTEE in men and 64% of pTEE in women. The Recommended Dietary Allowance (RDA) for energy is also shown for comparison because rEI as a percentage of RDA is a variable provided in the CSFII dataset. The rEI was also significantly lower than the RDA, but was only 89% and 77% of the RDA for men and women, respectively. The discrepancy between the degree of underreporting when rEI is compared with pTEE vs. RDA is due to the fact that the energy RDAs for adults are too low because they are based on methods for measuring energy expenditure that may underestimate TEE^{5,46}.

To identify individual underreporters and overreporters, we compared each subject’s rEI/pTEE value to the ±2 SD cut-offs of rEI <40% and >160% of pTEE, and the ±1 SD cut-offs of <70% and >130% of pTEE. Using the ±2 SD cut-offs, 89% of the subjects reported accurately, while using the ±1 SD cut-offs, only 43% of the subjects reported accurately. This is illustrated in Fig. 1. To determine whether the degree of misreporting was associated with BMI, we plotted the relationship between rEI/pTEE (%) and BMI, also shown in Fig. 1. In general, underreporting occurred throughout the entire BMI range, while overreporting occurred only at BMI <40 kg m^{-2}. However, consistent with other studies, the majority of misreporting was due to underreporting rather than overreporting.

Table 1 Reported energy intake (rEI), predicted total energy expenditure (pTEE) and the US Recommended Dietary Allowance (RDA) for energy in men and non-pregnant, non-lactating women aged 21–45 years from the Continuing Survey of Food Intakes by Individuals 1994–96 (n = 3755). Results are presented as mean ± standard deviation

<table>
<thead>
<tr>
<th></th>
<th>Men (n = 1969)</th>
<th>Women (n = 1786)</th>
</tr>
</thead>
<tbody>
<tr>
<td>rEI (MJ day^{-1})</td>
<td>10.8 ± 4.1*</td>
<td>7.1 ± 2.5*</td>
</tr>
<tr>
<td>rEI/pBMR</td>
<td>1.38 ± 0.53</td>
<td>1.12 ± 0.44</td>
</tr>
<tr>
<td>pTEE comparison</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pTEE (MJ day^{-1})</td>
<td>14.1 ± 1.4</td>
<td>11.3 ± 1.5</td>
</tr>
<tr>
<td>rEI/pTEE (%)</td>
<td>77 ± 29</td>
<td>64 ± 24</td>
</tr>
<tr>
<td>PALpTEE (pTEE/pBMR)</td>
<td>1.79 ± 0.06</td>
<td>1.87 ± 0.08</td>
</tr>
<tr>
<td>RDA comparison</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RDA (MJ day^{-1})</td>
<td>12.1 ± 0.0**</td>
<td>9.2 ± 0.0**</td>
</tr>
<tr>
<td>rEI/RDA (MJ day^{-1})</td>
<td>89 ± 34</td>
<td>77 ± 28</td>
</tr>
<tr>
<td>PALpBMR (RDA/pBMR)</td>
<td>1.56 ± 0.16</td>
<td>1.55 ± 0.17</td>
</tr>
</tbody>
</table>

pBMR – predicted basal metabolic rate; PAL – physical activity level.
* Significantly different from pTEE and RDA, P < 0.01.
** Significantly different from pTEE, P < 0.001.
On the basis of energy balance principles and the reported relationship between TEE measured by doubly labelled water and body weight, habitual energy intake should increase with increasing body weight. We therefore plotted the relationship between rEI and body weight for the entire sample (n = 3755), the accurate reporters as defined by the ±2 SD cut-offs (n = 3341) and the accurate reporters as defined by the ±1 SD cut-offs (n = 1611), as shown in Fig. 2. We also plotted the same relationship in n = 1611 subjects randomly selected (by computer) for comparison. In addition, we calculated the expected relationship between rEI and body weight by determining the relationship between measured TEE (mTEE, by doubly labelled water) and body weight using the 93 subjects from the study by Vinken et al. 43. Thus, if the cut-offs are working as predicted to screen out the inaccurate reporters while leaving in primarily the accurate reporters, then the slope of the relationship between rEI and body weight should be similar to that of the relationship between mTEE and body weight. For each panel shown in Fig. 2, the solid line represents the regression line for the relationship between body weight and rEI, while the dotted line represents the regression line for the relationship between body weight and mTEE (mTEE, MJ day$^{-1}$ = 3.509 + 0.107 x body weight, kg; adj $R^2 = 0.20$, SEE = 2.61 MJ day$^{-1}$, P < 0.001). While the relationship between body weight and rEI was significant in all cases (P < 0.00001), as expected due to the high degree of underreporting, the slope of the relationship between rEI and body weight was the lowest when no exclusions were made (slope = 0.047). The slope increased to 0.067 when misreporters outside the ±2 SD cut-offs were excluded, and increased even more to 0.097 when misreporters outside the ±1 SD cut-offs were excluded. As can be seen in Fig. 2, this slope of 0.097 of the relationship between body weight and rEI was very close to the slope of the relationship between body weight and mTEE (0.107). Finally, the slope of the relationship between body weight and rEI was only 0.051 when using the randomly selected subjects (n = 1611), a value very close to the slope of 0.047 for this relationship using the entire sample (n = 3755). The combination of these comparisons suggests that a ±1 SD cut-off may more effectively exclude individuals failing to report usual dietary intake than either a ±2 SD cut-off or no exclusions, and may therefore be best suited for use in studies requiring analysis of individual dietary data.

We were also interested in examining the impact of using the different cut-offs on reported dietary composition. Table 2 shows mean ± standard error of the mean for BMI, rEI, macronutrients and fibre in the entire sample, in the accurate reporters defined by the ±2 SD and ±1 SD cut-offs, and in the randomly selected subjects. Mean rEI increased somewhat, from 71% of pTEE in the entire sample to 74% of pTEE when using the ±2 SD cut-offs, and substantially to 90% of pTEE when using the ±1 SD cut-offs. In the random sample, mean rEI was identical to that in the entire sample. There were no major alterations...
in mean reported dietary composition when using either of the two cut-offs vs. the entire sample.

We also examined dietary composition predictors of BMI using the entire sample, the two cut-offs, and the random sample (Table 3). In each case, the potential predictors examined were the percentage of energy from dietary fat and total fibre normalised for energy intake, because controversy still exists over the relative contribution of each to weight control and the development of obesity. We performed stepwise multiple regression analysis, and in each case controlled for age, sex, current smoking status and hours per day of television viewing. As shown in the table, when either the entire sample or the random sample was used, only the percentage of energy from dietary fat was a significant predictor of BMI. When percentage of energy from dietary fat and fibre were examined in the same model, but the coefficients for both were independently predicted BMI in the same model. When the ±2 SD cut-offs were used, again both dietary fat and fibre entered the model, but the coefficients for both were higher than the respective coefficients when the ±2 SD cut-offs were used and the adjusted $R^2$ increased while the SEE decreased. This analysis demonstrates that inaccurate reports of dietary energy intake can obscure relationships between diet and health, and in the case of energy regulation, may lead to underestimation of the importance of low dietary fibre and high dietary fat in the maintenance of excess weight. These findings are in general agreement with those of Macdiarmid et al. and Stallone et al., who also found different relationships between nutritional parameters and BMI, and dietary intake and socioeconomic status, respectively, with and without the exclusion of ‘low energy reporters’ as defined by using the Goldberg cut-off (using a CUT-OFF 1 value of EI/BMR < 1.2).

Validation of self-assessed usual intake

We also tested whether self-reported usual intake was valid when compared to either the ±1 SD or ±2 SD cut-offs for the agreement between rEI and pTEE. As part of the CSFII 24-hour recall procedure, regarding their energy intake, participants were asked to respond whether they ate their usual amount, ate more than usual or less than usual. As shown in Fig. 3, according to the ±2 SD cut-offs, 90% of those who said they consumed their ‘usual amount’ reported accurately (i.e. actually did eat their usual amount). However, according to the more stringent ±1 SD cut-offs, only 44% reported accurately while 54% underestimated (i.e. actually ate less than usual). This suggests that individuals’ self-defined ‘usual amount’ ingested may actually be within the range of normal wide variations range of in-day-to-day intake, but this may not be the same

<table>
<thead>
<tr>
<th>Predictor statistics</th>
<th>Model statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$ coefficient (SE)</td>
</tr>
<tr>
<td><strong>All (n = 3755)</strong></td>
<td></td>
</tr>
<tr>
<td>Fat (% energy)</td>
<td>0.043 (0.010)</td>
</tr>
<tr>
<td>±2 SD (n = 3341)</td>
<td></td>
</tr>
<tr>
<td>Fat (% energy)</td>
<td>0.051 (0.011)</td>
</tr>
<tr>
<td>Fibre (g MJ$^{-1}$)</td>
<td>$-112.45$ (28.05)</td>
</tr>
<tr>
<td>±1 SD (n = 1611)</td>
<td></td>
</tr>
<tr>
<td>Fat (% energy)</td>
<td>0.073 (0.015)</td>
</tr>
<tr>
<td>Fibre (g MJ$^{-1}$)</td>
<td>$-141.87$ (39.86)</td>
</tr>
<tr>
<td>Random (n = 1611)</td>
<td></td>
</tr>
<tr>
<td>Fat (% energy)</td>
<td>0.047 (0.016)</td>
</tr>
</tbody>
</table>

SE – standard error; SEE – standard error of the estimate.
as the ‘habitual’ amount needed to maintain current body weight.

Of the individuals who reported consuming ‘less than usual’, according to the ±2 SD cut-offs, only 16% underreported (i.e. actually ate less than usual) and 84% reported accurately (i.e. actually consumed a usual amount), whereas according to the ±1 SD cut-offs, 61% indeed underreported accurately (i.e. actually did consume less than usual) and only 37% reported accurately. Finally, of those who reported consuming ‘more than usual’, according to the ±2 SD cut-offs, less than 1% overreported (i.e. actually did consume more than usual) and 95% reported accurately (i.e. actually consumed a usual amount), whereas according to the ±1 SD cut-offs only 4% overreported and 53% reported accurately (i.e. actually consumed a usual amount). The lack of agreement between individuals’ self-assessment of usual intake and objective measurements of usual intake further suggests that individuals’ self-assessments of usual intake cannot be used to identify and screen out inaccurate reports of dietary intake.

**Conclusion**

In conclusion, underreporting of dietary energy intake is widespread and the extent of underreporting can be quite high. Obese subjects and those who practise dietary restraint are two groups that are likely to underreport. Although overreporting is not as prevalent as underreporting, both types of inaccurate reporting should be taken into account when identifying inaccurate energy intake reports. While use of the Goldberg cut-off remains valid, some of its associated limitations may be overcome by the alternative and simpler approach of using pTEE. Group mean values for dietary composition remain fairly similar when either the ±1 SD or the ±2 SD cut-offs based on the comparison of rEI with pTEE are selected. In contrast, when examining relationships between diet and health, and in particular dietary composition and energy regulation parameters, use of ±1 SD cut-offs may be preferable to the ±2 SD cut-offs for excluding inaccurate dietary reports. Finally, individuals’ self-assessment of ‘usual’ intake cannot be used to determine accurate energy intake reports, which are defined as the energy intake required to maintain current body weight according to energy balance principles.

**Acknowledgements**

We thank Dr Jerry Dallal for statistical advice and Li Yanping for technical assistance. This research was supported in part by the US Department of Agriculture, Agricultural Research Service, under co-operative agreement #58-1950-9-001, and by NIH grant # 5 F32 DK09747-03.

**References**


881

Identifying inaccurate energy intake reports


