
KEVIN W. DODD, PhD; PATRICIA M. GUENTHER, PhD, RD; LAURENCE S. FREEDMAN, PhD; AMY F. SUBAR, PhD, MPH, RD; VICTOR KIPNIS, PhD; DOUGLAS MIDTHUNE, MS; JANET A. TOOZE, PhD; SUSAN M. KREBS-SMITH, PhD, MPH, RD

ABSTRACT

Although 24-hour recalls are frequently used in dietary assessment, intake on a single day is a poor estimator of long-term usual intake. Statistical modeling mitigates this limitation more effectively than averaging multiple 24-hour recalls per respondent. In this article, we describe the statistical theory that underlies the four major modeling methods developed to date, then review the strengths and limitations of each method. We focus on the problem of estimating the distribution of usual intake for a population from 24-hour recall data, giving special attention to the problems inherent in modeling usual intake for foods or food groups that a proportion of the population does not consume every day (ie, episodically consumed foods). All four statistical methods share a common framework. Differences between the methods arise from different assumptions about the measurement characteristics of 24-hour recalls and from the fact that more recently developed methods build upon their predecessor(s). These differences can result in estimated usual intake distributions that differ from one another. We also demonstrate the need for an improved method for estimating usual intake distributions for episodically consumed foods.


A common purpose of dietary assessment is to evaluate the dietary intake of a group or population in relation to some standard, with respect to both nutrient adequacy and the prevention of chronic disease. Standards for nutrient adequacy have changed in recent years, moving beyond the Recommended Dietary Allowances to include several types of Dietary Reference Intakes (1). Recommendations for food intake include those found in the Dietary Guidelines for Americans 2005 (2) and in Tracking Healthy People 2010, a statement of national health goals and objectives (3).

For simplicity in consumer communication, food intake recommendations intended to achieve nutrient adequacy and promote health are often expressed in terms of daily targets (4). However, because nutrients can be stored in the body and because dietary intake varies from day to day, it is both unnecessary and impractical to achieve those targets every day (2,3). Therefore, a key concept in assessing adherence to such recommendations is usual intake, which is defined as long-run average intake (1).

Food frequency questionnaires (FFQs) and 24-hour recalls are two of the major dietary data collection instruments. The 24-hour recall has been the primary instrument used in surveillance, and the FFQ has been the primary instrument used in epidemiology. FFQs are designed to measure long-term behavior and are relatively inexpensive to field compared to 24-hour recalls. However, FFQs are limited to a finite list of foods and are hampered by the inability of individuals to accurately report their food intake retrospectively over a long period of time. Both of these shortcomings introduce substantial error into usual intake estimates based on FFQs (5-8).

In contrast, 24-hour recalls provide rich detail about the types and amounts of foods consumed. By focusing on a single day, the magnitude of systematic errors on 24-hour recalls is reduced. However, individual diets can vary greatly from day to day. In addition, measurement errors plague 24-hour recalls and are compounded by error resulting from the use of standardized recipe files and food composition databases. All of these factors contribute to considerable within-person variability, ensuring that measured intake on a single day is a poor estimator of long-term intake (9,10). Early attempts to compensate for this limitation by averaging multiple (two to seven) 24-hour recalls per respondent were deemed unsatisfactory due to high respondent burden and low quality of reported information. Moreover, averages over a small number of days do not adequately represent individual usual intakes. Thus, more sophisticated methods based on statistical modeling evolved (11).
Our research focused on the problem of using 24-hour recall data to estimate the distribution of usual intake in a population. We reviewed the four major statistical modeling methods developed to date. All four methods are based on a common framework, but differ in assumptions made about the measurement characteristics of 24-hour recalls and in statistical complexity.

We begin by explaining why simple approaches to estimating usual intake are unsatisfactory. Next, we describe the common framework and provide a rudimentary method that illustrates it. We then describe how each of the four major methods builds on the common framework and highlight each method's strengths and weaknesses. We give special attention to the fourth method, which addresses problems inherent in modeling usual intake of foods or food groups that are not typically consumed every day. In the Discussion, we demonstrate the need for an improved method that will allow estimation of usual intake distributions for these episodically consumed foods. This article serves as background for two companion articles (12,13).

**Review of Statistical Methodology**

*Why Simple Approaches to Estimating Usual Intake Are Unsatisfactory*

When researchers in the nutrition community recognized that a single day's reported intake poorly reflected usual intake (14,15), their first solution was to measure several single-day intakes for each respondent with 24-hour recalls and average the observations. The empirical distribution of these within-person means was used to estimate the distribution of usual intake for a population. However, for many dietary components of interest, the mean of any financially and operationally feasible number of 24-hour recalls for an individual still contains considerable within-person variation. Thus, the distribution of within-person means has a larger variance than the true usual intake distribution, leading to a biased estimate of the fraction of the population with usual intake above or below some standard. The degree of bias decreases for standards that are closer to the population mean intake. These potential biases are illustrated in Figure 1, taken from Guenther and colleagues (16). Figure 1 compares...
estimated distributions of intake of total fruits and vegetables in the US population for the period 1994-1996, based on one 24-hour recall per respondent (broken line), on the within-person means of two 24-hour recalls (dashed line), and on two 24-hour recalls using a statistical model. The dashed vertical line marks the mean of the distribution of within-person means. The solid vertical line marks the mean of the other two distributions.

As expected, the area under each curve to the left of 5—estimating the percent of the population with a usual intake of fewer than five servings per day—is approximately 40% for all three distributions. However evaluation of dietary adequacy often involves standards that fall in the tails of the intake distribution (17), where the biases can be substantial. For example, the percent of the population with a usual intake of less than one serving per day is estimated to be 9.3%, 3.6%, and 0.4%, for the 1-day distribution, the within-person means distribution, and the usual intake distribution, respectively (16).

The Common Framework of Statistical Models Based on 24-Hour Recalls

Statistical modeling mitigates some of the limitations of 24-hour recalls by analytically estimating and removing the effects of within-person variation in dietary intake. Each method described in the following sections performs the same sequence of steps: Step 1: Describe the assumed relationship between individual 24-hour recall measurements and individual usual intake; Step 2: Partition the total variation in 24-hour recall measurements into within- and between-person components; and Step 3: Estimate the usual intake distribution accounting for within-person variation.

Different assumptions about the measurement characteristics of a 24-hour recall lead to differences in the methods, primarily in Steps 1 and 3. The more complex methods include Step 0, in which initial adjustments are made to observed 24-hour recalls. In what follows, we illustrate the statistical motivation for each step as we develop a rudimentary method for estimating the usual intake distribution.

Step 1: Describe the Assumed Relationship between Individual 24-Hour Recall Measurements and Individual Usual Intake

The usual assumption is that 24-hour recall intake is an unbiased estimator of usual intake. Lack of bias does not imply lack of error—it means that a particular 24-hour recall intake may over- or underestimate an individual’s true usual intake, but over repeat applications to the same individual, the estimation errors cancel out. This assumption is equivalent to the assumption that a 24-hour recall is unbiased for true single-day intake.

Step 2: Partition the Total Variation in 24-Hour Recall Measurements into Within- and Between-Person Components

Individual usual intakes may be expressed as the sum of the group’s mean usual intake and person-specific deviations from the group mean; these deviations (in parentheses below) represent between-person variation:

[I] \[ \text{individual usual intake} = \text{group mean usual intake} + (\text{individual usual intake} - \text{group mean usual intake}). \]

Each 24-hour recall may be expressed as:

[II] \[ \text{24-hour recall intake} = \text{group mean usual intake} + (\text{individual usual intake} - \text{group mean usual intake}) + (24-hour recall intake - \text{individual usual intake}), \]

where the third term represents within-person variation. Parameters of the model (II) are estimated using standard methods. Estimation of the within-person variance requires replicated measurements, so at least some individuals must provide two or more 24-hour recalls.

Step 3: Estimate the Usual Intake Distribution Accounting for Within-Person Variation

If the within-person variance is \( \sigma_w^2 \), then the variance of the average of \( n \) independent 24-hour recall intakes for an individual is \( \sigma_w^2/n \). If the between-individual variance (i.e., the variance of the usual intake distribution) is \( \sigma_b^2 \), it follows that the empirical distribution of within-person means has variance \( \sigma_w^2 + \sigma_b^2/n \). A set of intermediary values with the desired variance \( \sigma_y^2 \) is constructed by shrinking each individual mean toward the overall mean:

[III] \[ \text{intermediary value} = (1 - w) \times (\text{overall mean}) + w \times (\text{individual mean}), \]

where \( w \), the shrinkage factor, is the square root of the ratio of the between-person variance to the variance of the within-person means distribution:

[IV] \[ w = \sqrt{\frac{\sigma_b^2}{\sigma_w^2 + \sigma_b^2/n}}. \]

By construction, the empirical distribution of the intermediary values has a mean equal to the overall 24-hour recall mean. The percentage of the group with intake less than some threshold value, such as a dietary standard, is estimated by the percentage of the intermediary values that are less than the threshold value. Although the intermediary values (III) are based on individual means, they are not suitable estimates of individual usual intake; their purpose is solely to describe the distribution of usual intake. Alternative methodologies have been developed to produce appropriate estimates of individual usual intake.

Equations (III) and (IV) show that when the between-person variation is small or when \( n \) is small, \( w \) is close to zero, and each intermediary value is close to the overall mean. When the within-person variation is small or when \( n \) is large, \( w \) is close to one, and the intermediary values are close to the individual means.

The Consequences of Routine Use of Transformations

The rudimentary method described above requires the entire set of intermediary values to describe the esti-
mated usual intake distribution. In some cases, the description can be simplified. For example, if the within- and between-person deviations are normally distributed, then so is the usual intake distribution, which is then described solely by its mean and variance.

Such cases are rare, in part because intake (usual or on a single day) is by definition non-negative. Some individuals can have usual intakes more than twice the group usual intake, but no individuals can have usual intake equally far below the group usual intake. Similarly, the magnitude of deviations from intakes that exceed an individual’s usual intake may be larger than those deviations from intakes that fall short. Thus, observed intake distributions tend to be right-skewed (having a small number of very large values) instead of exhibiting a normal distribution’s symmetry about its mean.

To reconcile the desire to use the statistical properties of the normal distribution with the need to model inherently non-normal data, statisticians often assume that a normal distribution approximates the distribution of a (nonlinear) transformation of the observed data, rather than the observed data themselves. For example, if the data have a highly skewed distribution, then the distribution obtained by taking the logarithm of each observation may be symmetric, and therefore be better approximated by a normal distribution. In this example, we say that the data have been transformed to the log scale. For less-skewed data, weaker transformations, such as the square root and cube root, are often sufficient to achieve approximate normality. If a particular transformation produces normally distributed data, the distribution of untransformed data can be described in terms of the normal distribution and the transformation. This fact is crucial when estimating usual intake distributions because standards by which intake are to be assessed are expressed in units on the scale of untransformed intake; for example, in grams rather than in the square root of grams.

The expression that relates values in the transformed scale to usual intake in the original scale is called the back-transformation. The form of the back-transformation depends on the assumptions about the 24-hour recall as an assessment instrument; one must assume that a 24-hour recall measurement is unbiased for usual intake in a particular scale. The methods we discuss assume either that transformed 24-hour recall intake is an unbiased estimator of transformed usual intake (Assumption A), or that 24-hour recall intake is an unbiased estimator of usual intake in the untransformed scale (Assumption B).

Assumption A leads to a simple back-transformation that is just the inverse of the original transformation. Assumption B follows directly from the definition of usual intake if within-person variation in 24-hour recalls is solely due to day-to-day variability in diet, but in general requires that all components of within-person variation tend to average out on the original scale. As described later, the back-transformation under Assumption B requires an additional adjustment. Reasons to favor one assumption over the other are given in the Discussion.

A 1986 report by the National Research Council (18) was groundbreaking because it was the first to suggest applying model [II] to 24-hour recalls to estimate distributions of usual intake. The report also described how transformations could be incorporated (under Assumption A) into usual intake estimation. Although it did not provide an in-depth methodological description, the report served as the launching point for the four methods described in the following sections and summarized in Figure 2.

The Institute of Medicine Method: Building on the Common Framework

Requiring the full set of intermediary values to describe the usual intake distribution, rather than relying on a simplified parameterization, allows the rudimentary approach suggested by equations [III] through [IV] to withstand mild departures from normality. The desire to retain this data-driven robustness, even when the empirical distribution of single-day intake is highly skewed, motivated the Institute of Medicine (19) to develop a detailed method that includes a power or log transformation as an initial adjustment to the 24-hour recall data. The estimation of between- and within-person components of variance is carried out on the transformed scale, and intermediary values are constructed by shrinking individual means of transformed 24-hour recall intakes to the overall mean of transformed 24-hour recall intake, then applying the inverse of the original transformation to each shrunken mean. As in the National Research Council report, the Institute of Medicine back-transformation is consistent with Assumption A.

The Iowa State University Method: An Extension with a Different Assumption

Nusser and colleagues (20) and Guenther and colleagues (21) described a method developed at Iowa State University for modeling usual intake. In contrast to the National Research Council/Institute of Medicine methods, the Iowa State University method is based on Assumption B; that is, a 24-hour recall is unbiased for usual intake on the original scale rather than on the transformed scale. Whereas the Institute of Medicine method is limited to situations where 24-hour recalls are obtained from a simple random sample of individuals, the Iowa State University method can also be applied to 24-hour recall data from complex surveys.

The Iowa State University method is based on a complex model that uses a two-stage transformation to obtain 24-hour recalls that are almost exactly normally distributed. Choosing the transformation requires a fairly large sample (in our experience, several hundred individuals, of which at least 50 must have at least two 24-hour recalls). The Iowa State University method also allows the within-person variance to vary across individuals, reflecting the fact that some individuals may have a more varied diet than others. The method sacrifices some robustness for this added flexibility—intermediary values are based on theoretical quantiles from a normal distribution instead of on individual means.

Under Assumption B, simply applying the inverse of the initial transformation to intermediary values as in the Institute of Medicine method produces a biased estimate of the usual intake distribution. The back-transfor-
Figure 2. Steps required for estimating distributions of usual intake using different statistical modeling methods. (Data from this figure are available online at www.adajournal.org as part of a PowerPoint presentation featuring additional online-only content.)
mation of the Iowa State University method incorporates an adjustment for this bias. The Iowa State University method can also account for biases due to seasonality, day-of-week (22), and time-in-sample (23) effects as part of its initial adjustments. Here, time-in-sample effects include the often-seen phenomenon in which the average of the measurements for a first 24-hour recall is higher than the average of measurements for subsequent applications of the instrument in the same group of people. The adjustment is illustrated in Figure 1, where the vertical line depicting the mean of the usual intake distribution (estimated by the Iowa State University method) overlays the line for the mean of the distribution of the first 24-hour recall and is to the right of the line depicting the mean of the distribution of within-person means.

**The Best-Power Method: A Simplification of the Iowa State University Method**

Extrapolating from the original National Research Council report, Nusser and colleagues (20) also proposed a simplified alternative to the Iowa State University method. This so-called Best-Power method shares the Iowa State University method's applicability to complex surveys, but uses only a one-stage power or log transformation. Moreover, it does not allow the within-person variance to vary across individuals. The simple form of the Best-Power method's initial transformation leads to a straightforward adjustment for transformation-induced bias. This adjustment is described in Figure 3. A simulation study comparing the Iowa State University and Best-Power methods indicated that although the Iowa State University method is (statistically) uniformly superior to the Best-Power method, the differences are very small in practical terms (20).

**The Iowa State University Food Method: Application to Episodically Consumed Dietary Components**

The National Research Council/Institute of Medicine, Iowa State University, and Best-Power methods were developed to model usual intake where the distributions of single-day intakes can be transformed (at least approximately) to normality. This is the case for intake of most nutrients and for some commonly consumed food groups such as total fruit and vegetables (16). However, for episodically consumed foods, food groups, and nutrients (eg, broccoli, whole grains, and lycopene), it is possible to observe zero consumption on a particular day, even for individuals who sometimes consume these foods. This leads to distributions of observed intake with a clump of zero observations in the left tail. Because the normal distribution is continuous, normality is not attainable by transformation (which would preserve the clump).

Nusser and colleagues (24) proposed a method for modeling usual food intake that explicitly accounts for the clumping at zero. Zero observations are treated separately from positive observations. This separation is motivated by writing the simple $n$-day within-person mean as the product of two parts:

$$[V] \quad \frac{\text{total intake of the food}}{n} = k \times \frac{\text{total intake of the food}}{k},$$

where $k$ is the number of days on which the food is observed to be consumed (consumption days). For large values of $n$, equation [V] expresses long-term average intake as the product of two components: the estimated probability of consuming on a given day ($kn$) multiplied by the long-term average amount consumed on consumption days (total intake of the food/$k$). For example, a person who consumes, on average, 4 oz whole grains every other day has a usual intake of 2 oz/day.

The first step in the Iowa State University Foods method is to estimate the distribution of (single-day) consumption probabilities in the population. For simplicity, this distribution is modeled discretely, with possible values: 0, 0.02, . . . , 0.98, 1.00. The estimated proportion of individuals in the population having each value is calibrated to observed counts of individuals who consumed on 0, 1, . . . , $n$ out of $n$ possible 24-hour recalls. When $n$ is small, additional constraints are enforced to ensure a unique estimate of the consumption probability distribution for a given set of observed counts.

Next, the distribution of usual consumption-day intake is estimated by applying the Iowa State University method (20) to the nonzero 24-hour recalls, including any adjustments for time-related biases, such as seasonality, day-of-week, or time-in-sample effects. Thus, the Iowa State University Foods method assumes that Assumption B holds for each nonzero 24-hour recall; that is, that each 24-hour recall is unbiased for usual consumption-day intake in the original scale. In addition, by setting aside all of the zero 24-hour recalls, the Iowa State University Foods method makes the implicit assumption that a 24-hour recall measures zero intake exactly—if a food is not reported on a 24-hour recall, the food was not consumed on that day.

Finally, the Iowa State University Foods method combines the distributions of consumption probability and usual consumption-day intake to obtain the estimated distribution of usual intake. The combining process relies on the assumption that usual consumption-day intake is unrelated to consumption probability. However, Dodd and colleagues (25) demonstrated that the amount consumed on consumption days can be positively correlated with the probability to consume. In such cases, the Iowa State University Foods method may introduce bias by overestimating the amount consumed by those with a low probability of consumption, and underestimating the amount consumed by those with a high probability of consumption.

**DISCUSSION**

The mean usual intake for a group may be monitored by tracking the average 24-hour recall intake from appropriate surveys over time (26,27). However, evaluating dietary adequacy in relation to recommended standards involves the entire distribution of usual intake. Several methods (within-person means, National Research Coun-
Let \( T_{ij} \) denote the true intake for individual \( i \) on day \( j \). By definition, the individual’s usual intake, denoted by \( \tau_i \), is the mean of infinitely many such single-day intakes, ie:

\[
\tau_i = \mathbb{E}[T_{ij}].
\]

Denote the 24-hour recall–reported intake for individual \( i \) on day \( j \) as \( R_{ij} \), where in general \( R_{ij} \) may measure \( T_{ij} \) with error \( \varepsilon_{ij} \):

\[
R_{ij} = T_{ij} + \varepsilon_{ij}, \quad \text{where } \mathbb{E}[\varepsilon_{ij}] = \mu_{ij}.
\]

Let \( g(\cdot) \) be a one-to-one transformation—with inverse transformation \( h(\cdot) = g^{-1}(\cdot) \). Denote the transformed 24-hour recall–reported intake for individual \( i \) on day \( j \) as

\[
r_{ij} = g(R_{ij}).
\]

The transformation \( g(\cdot) \) is such that the following normal-theory model applies:

\[
r_{ij} = \mathbb{E}[r_{ij}] + [r_{ij} - \mathbb{E}[r_{ij}]] = b_i + w_{ij},
\]

where \( \{w_{ij}\} \sim N(0, \sigma_w^2) \) and \( \{b_i\} \sim N(\mu_b, \sigma_b^2) \). Under Assumption A, \( b_i = g(\tau_i) \), and therefore \( \tau_i = h(b_i) \). Estimates of the unknown parameters \( \mu_b, \sigma_b^2 \), and \( \sigma_w^2 \) are obtained from standard components-of-variance formulas applied to the transformed 24-hour recall–reported intakes.

Now suppose that a 24-hour recall is unbiased for true single-day intake, ie, \( \mu_b = 0 \). Then

\[
\tau_i = \mathbb{E}[T_{ij}] = \mathbb{E}[R_{ij}],
\]

and now Assumption B holds: a 24-hour recall is unbiased for true usual intake on the original scale. Then

\[
\tau_i = \mathbb{E}[T_{ij}] = \mathbb{E}[h(b_i)] = \mathbb{E}[h(b_i)] = h(b_i),
\]

where \( w \) symbolizes within-person variation in transformed 24-hour recall–reported intake. If \( h \) is nonlinear, \( \tau_i \) does not, in general, equal \( h(b_i) \). Using an approximation to the expectation of a function of a random variable (29),

\[
\mathbb{E}[(h(b_i) + w) = \mathbb{E}[h(b_i)] + \mathbb{E}[(b_i)] + \frac{1}{2} \text{Var}[h(b_i) + w] = h(b_i) + \frac{1}{2} \lambda h''(b_i) \sigma_w^2,
\]

where \( h''(b_i) \) denotes the second derivative of the function \( h \) evaluated at the value \( b_i \).

Nusser and colleagues’ Best-Power method (20) constructs a set of intermediary values \( \{b_i^\lambda\} \) that has the same mean and variance (and therefore the same normal distribution) as the \( \{b_i\} \). Therefore, the back-transformed intermediary values

\[
\tau_i = h(b_i^\lambda) + \frac{1}{2} \lambda h''(b_i) \sigma_w^2,
\]

have the property that the distribution of \( \{\tau_i\} \) is approximately the same as that of \( \{\tau_i\} \). The second term on the right-hand side of Equation (1a) is the bias-adjustment term. The chart at the end of this text presents the bias-adjustment terms corresponding to some transformations that are routinely used to achieve normally distributed 24-hour recall data. For example, if the square root of observed 24-hour recall data is approximately normal (ie, \( g(R) = R^{1/2} \)), the corresponding bias adjustment is obtained by setting \( \lambda = 2 \) in the “Power” row of the chart. Power or Box-Cox transformations using values of \( \lambda \) greater than 1 are generally required to correct for the right-skewness of observed 24-hour recall distributions; in such cases, the bias correction term is always positive, although it is different for each intermediary value.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>( g(R) )</th>
<th>( h(r) )</th>
<th>Bias-adjustment term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logarithm</td>
<td>( r = \log(R) )</td>
<td>( R = \exp(r) )</td>
<td>( \frac{1}{2} \exp(b_i^\lambda) \sigma_w^2 )</td>
</tr>
<tr>
<td>Power</td>
<td>( r = R^{1/\lambda} )</td>
<td>( R = r^\lambda )</td>
<td>( \frac{1}{2} \lambda (\lambda - 1) (b_i^\lambda - 2) \sigma_w^2 )</td>
</tr>
<tr>
<td>Box-Cox</td>
<td>( r = \lambda (R^{1/\lambda} - 1) )</td>
<td>( R = (r/\lambda + 1)^\lambda )</td>
<td>( \frac{1}{2} \lambda (\lambda - 1)/(\lambda + 1) (b_i^\lambda / \lambda + 1)^\lambda - 2 \sigma_w^2 )</td>
</tr>
</tbody>
</table>

Bias-adjustment terms used in Nusser and colleagues’ Best-Power method (20) for selected choices of normality transformation \( g(R) \), with inverse function \( h(r) \).

Figure 3. Adjusting for transformation-induced bias in the Best-Power method for estimating usual intake distributions.
<table>
<thead>
<tr>
<th>Method</th>
<th>NRC/a/IOM/b</th>
<th>ISU/c</th>
<th>BP/d</th>
<th>ISUF/e</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strengths</strong></td>
<td>● Permits the use of simple transformations to obtain approximate normality</td>
<td>● Can be applied to datasets from complex surveys</td>
<td>● Permits the use of simple transformations to obtain approximate normality</td>
<td>● Uses a two-part model that can be applied to datasets with many observed zero intakes</td>
</tr>
<tr>
<td></td>
<td>● Robust to mild departures from normality</td>
<td>● Software (SIDE, C-SIDE, PC-SIDE/g) is available to implement the ISU method</td>
<td>● Robust to mild departures from normality</td>
<td>● Can be applied to datasets from complex surveys</td>
</tr>
<tr>
<td></td>
<td>● Easy to apply to real data—SAS/f code to implement the IOM method has been published in nutrition literature</td>
<td>● Software produces standard errors for estimated parameters of usual intake distributions</td>
<td>● Can be applied to datasets from complex surveys</td>
<td>● Software (C-SIDE) is available to implement the ISUF method</td>
</tr>
<tr>
<td></td>
<td>● Can apply preliminary data adjustments for covariates such as interview sequence or day-of-week</td>
<td></td>
<td>● Software produces standard errors for estimated parameters of usual intake distributions</td>
<td>● Can apply preliminary data adjustments for covariates such as interview sequence or day-of-week in one of the two parts of the model</td>
</tr>
<tr>
<td></td>
<td>● Can apply preliminary data adjustments for covariates such as interview sequence or day-of-week</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| **Weaknesses** | ● Implementation for datasets from complex surveys (as in original NRC report) is less straightforward, not well documented | ● Adjustment for covariates is not done in the context of a unified model | ● Adjustment for covariates is not done in the context of a unified model | ● The two parts of the model are estimated independently, ignoring the possibility of correlation between probability to consume and usual amount consumed |
|                | ● Published SAS code does not produce standard errors for estimated parameters of usual intake distributions | ● Complex two-stage transformations may fail to obtain exact normality, but the subsequent steps of the method rely heavily on the (unsatisfied) normality assumption | ● Complex two-stage transformations may fail to obtain exact normality, but the subsequent steps of the method rely heavily on the (unsatisfied) normality assumption | ● Adjust for covariates is only done for one part of the model, not in the context of a unified model |
|                | ● Cannot adjust for the effects of covariates such as interview sequence or day-of-week | ● Cannot be applied to datasets with many observed zero intakes | Can be applied to datasets with many observed zero intakes | ● Software does not produce standard errors for estimated parameters of usual intake distributions |
|                | ● Cannot be applied to datasets with many observed zero intakes | | | |

---

Figure 4. Summary of the strengths and weaknesses of the different statistical modeling methods for estimating usual intake distributions. (Data from this figure are available online at [www.adajournal.org](http://www.adajournal.org) as part of a PowerPoint presentation featuring additional online-only content.)
implemented only in specialized software, whereas others may be implemented in standard statistical software packages. Furthermore, obtaining standard errors of estimated parameters of usual intake is difficult, if not impossible, for certain methods. Although these practical differences between the methods may play an important role, the remainder of this report focuses on how theoretical differences between the methods may influence one’s choice of method.

The National Research Council, Iowa State University, and Best-Power methods have been applied to data from food consumption surveys to estimate usual nutrient intake for the US population (16-18,28). The Institute of Medicine (19) recommends the use of the Iowa State University method or alternatively (for small, simple random samples) their own method. However, this recommendation ignores the fact that the two methods make different assumptions concerning the 24-hour recall as an assessment instrument—whether or not a 24-hour recall is unbiased for usual intake in the original scale (Assumption B) vs the transformed scale (Assumption A). We believe a better recommendation is to consistently use modeling methods that share Assumption B. That is, when estimating distributions of usual nutrient intake, to use the Iowa State University method whenever possible (per the Institute of Medicine’s recommendation), and to use the Best-Power method with samples that are too small for the full Iowa State University method. This recommendation also ensures that the estimate of the group mean usual intake coincides with the overall average of the 24-hour recalls and is, therefore, consistent with the practice of tracking average intake over time.

Some evidence exists that neither Assumption A nor Assumption B truly holds. An analysis (8) of the Observing Protein and Energy Nutrition Study investigated how systematic biases or random error associated with the assessment instrument affects the estimation of usual intake distributions from two FFQs or two 24-hour recalls, through comparison to distributions based on unbiased (recovery) biomarkers for protein and energy intake. Both instruments displayed systematic bias as well as within-person variation. The 24-hour recall instrument showed substantially smaller bias than the FFQ and greater within-person variation. Accordingly, the distributions estimated from 24-hour recalls—after adjustment for within-person variation using a method similar to that described in Figure 3—agreed with the biomarker-derived distributions much more closely than did the distributions estimated from FFQs. This is demonstrated in Figure 5. Figure 5 shows distributions of usual energy intake for female participants in the Observing Protein and Energy Nutrition study, as estimated by different methods and assessment instruments. The distribution of doubly labeled water measurements, labeled Biomarker, represents the gold standard. The distribution labeled FFQ is based on the first FFQ measurement per respondent, whereas the distribution labeled 24-hour recall-A is estimated by the Institute of Medicine method (under Assumption A) and the distribution labeled 24-hour recall-B is estimated by the Iowa State University method (under Assumption B). The adjusted back-transformations required by Assumption B shift usual intake distributions estimated with either of Nusser and colleagues’ methods (Iowa State University or Best-Power method) to the right of distributions estimated with the Institute of Medicine/National Research Council methods. The amount of shift depends on both the magnitude of within-person variation and the normality transformation used.

Except for the small number of dietary components for which unbiased biomarkers have been discovered, it is impossible to know which of Assumptions A or B is more appropriate. The 24-hour recall may overestimate true usual intake of some specific foods or food groups, but based on the Observing Protein and Energy Nutrition study results for energy (arguably a measure of total food intake) we conclude that the 24-hour recall has a general tendency toward underestimation. The bias-adjustment of the Iowa State University, Best-Power, and Iowa State University Foods methods partially offsets this tendency, making Assumption B more attractive from a practical standpoint.

One limitation common to all of the methods is that looking for differences in usual intake between sexes or among age groups requires separate estimation for each subgroup. A more efficient approach is to model the group means themselves as a function of covariates so that the person-specific deviation is from the group mean of similar individuals. In addition to allowing statistical tests for differences between subgroups defined by covariates such as age and sex, such an approach also allows the adjustment for time-related biases as part of a single, unified model (13), rather than being a preliminary data adjustment as in the Iowa State University methods.

One of the main tasks in modeling usual intake from 24-hour recalls is to estimate within- and between-person variance, which requires that multiple 24-hour recalls be available for at least some individuals in the sample. In the case of the Iowa State University Foods method, the same number of 24-hour recalls must be available for all individuals. The small number of 24-hour recalls typically available per individual poses a special problem when estimating usual food intake. When 2 days of data are available, observed consumption probabilities take on only three values: zero, one-half, and one. Estimating a smooth distribution of consumption probabilities from such discrete data can be difficult for the Iowa State University Foods method. Also, respondents who truly consume a food regularly could still have zero consumption on one or both 24-hour recalls, making it more difficult to separate within- from between-person variability in the remaining nonzero 24-hour recalls.

Even in cases where the Iowa State University Foods method can successfully estimate the distributions of consumption probability and usual consumption amount, the method combines the two distributions assuming independence of probability and amount. This can lead to unsatisfactory estimates of the usual intake distribution when the assumption does not hold. Furthermore, the Iowa State University Foods method permits adjustment for potential time-related biases only in the estimation of the consumption-day usual intake distribution, and not in the estimation of the consumption probability distribution. This can also lead to less than satisfactory estimates.
CONCLUSIONS

Modeling usual intake of episodically consumed foods from surveys in which a limited number of 24-hour recalls per respondent are the primary instrument presents special challenges. The Iowa State University Foods method addresses these challenges because it accounts for days without consumption; accounts for consumption-day amounts that are positively skewed, with extreme values in the upper tail; and distinguishes within-person variability, consisting of reporting errors and day-to-day variation in intake, from between-individual variability due to differences in usual intake.

We have identified some areas where the Iowa State University Foods method could be extended and improved. In addition to meeting the challenges mentioned above, an improved method should allow correlation between the probability of consuming a food and the amount consumed on a consumption day and be able to incorporate covariate information relating to 24-hour recall intake, to allow efficient estimation and comparison for subgroups.

The first of two companion articles to this one, by Subar and colleagues (12), describes the concept and development of an FFQ designed to provide covariate information to help explain between-person differences in consumption probability and its correlate, consumption-day usual intake. The second, by Tooze and colleagues (13), outlines an integrated modeling framework that addresses all of the challenges listed here.
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